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Handling Prompt-Sensitive Known Knowledge

Core: Enhancing prompting/decoding strategies to better leverage the LLM’s 
parametric knowledge. 

Outline

❏ Prompt Optimization
❏ Prompt-based Reasoning
❏ Self-Refinement
❏ Factuality Decoding
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Prompt Optimization – Instruction Optimization

Training-free Search-based Approaches

Zhou et al., 2023. "LARGE LANGUAGE MODELS ARE HUMAN-LEVEL PROMPT ENGINEERS" (ICLR'23)



Prompt Optimization – Instruction Optimization
Training-free: LLM as Optimizer

Pryzant et al., 2023 "Automatic Prompt Optimization with “Gradient Descent” and Beam Search" (EMNLP'23)



Prompt Optimization – Instruction Optimization

Training-free: Adversarial In-context Learning

Do et al., 2024. "Prompt Optimization via Adversarial In-Context Learning" (ACL'24)



Prompt Optimization – Instruction Optimization

Training-based: RL

Zhang et al., 2023 "TEMPERA: Test-Time Prompt Editing via Reinforcement Learning" (ICLR'23)



Prompt Optimization – Demonstration Optimization

Similarity of Demonstration: KNN

Liu et al., 2022 "What Makes Good In-Context Examples for GPT-3?" (Workshop of ACL'22)



Prompt Optimization – Demonstration Optimization

Diversity of Demonstration

Zhang et al., 2023 "AUTOMATIC CHAIN OF THOUGHT PROMPTING IN LARGE LANGUAGE MODELS" (ICLR'23)



Prompt Optimization – Demonstration Optimization

Retrieval of Demonstration

Rubin et al., 2022 "Learning To Retrieve Prompts for In-Context Learning" (NAACL'22)



Handling Prompt-Sensitive Known Knowledge
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❏ Prompting methods
❏ Retrieval-Enhanced
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❏ Factuality Decoding



Prompt-based Reasoning – Prompting Methods

Zhou et al., 2023 "LEAST-TO-MOST PROMPTING ENABLES COMPLEX REASONING IN LARGE LANGUAGE MODELS" (ICLR'23)



Prompt-based Reasoning – Prompting Methods

Li et al., 2024 "CHAIN-OF-KNOWLEDGE: GROUNDING LARGE LANGUAGE MODELS VIA DYNAMIC KNOWLEDGE ADAPTING OVER HETEROGENEOUS SOURCES" (ICLR'24)
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Self-Refinement – Single-LLM Refinement

Manakul et al., 2023 "SELFCHECKGPT: Zero-Resource Black-Box Hallucination Detection for Generative Large Language Models" (EMNLP'23)



Self-Refinement – Multi-Agent Debate

Du et al., 2024 "Improving Factuality and Reasoning in Language Models through Multiagent Debate" (ICML'24)

…
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❏ Contrastive Decoding against Worse Predictions
❏ Internal Representation Manipulation



Factuality Decoding – Contrastive Decoding against 
Worse Predictions

Amateur LLM

Li et al., 2023 "Contrastive Decoding: Open-ended Text Generation as Optimization" (ACL'23)



Factuality Decoding – Contrastive Decoding against 
Worse Predictions

Chuang et al., 2024 "DOLA: DECODING BY CONTRASTING LAYERS IMPROVES FACTUALITY IN LARGE LANGUAGE MODELS" (ICLR'24)

Lower Layers of LLM



Factuality Decoding – Contrastive Decoding against 
Worse Predictions

Induced Hallucination

Zhang et al., 2025 "Alleviating Hallucinations of Large Language Models through Induced Hallucinations" (NAACL'25)



Factuality Decoding – Internal Representation 
Manipulation

Zhang et al., 2024 "TruthX: Alleviating Hallucinations by Editing Large Language Models in Truthful Space" (ACL'24)



Prompt optimization

❏ Instruction Optimization
❏ Demonstration Optimization

Handling Prompt-Sensitive Known Knowledge – Summary

Prompt-based Reasoning

❏ Prompting Methods
❏ Retrieval-Enhanced

Self-Refinement

❏ Single-LLM Refinement
❏ Multi-Agent Debate

Factuality Decoding

❏ Contrastive Decoding against Worse 
Predictions

❏ Internal Representation Manipulation

Potential research gap: Mitigation via model parameter update, 
pre-training/instruction tuning/alignment? 

Better Prompting/Decoding Strategies


