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Handling Prompt-Sensitive Known Knowledge

Core: Enhancing prompting/decoding strategies to better leverage the LLM’s
parametric knowledge.
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Handling Prompt-Sensitive Known Knowledge

Outline

A Prompt Optimization
A Instruction Optimization
A Demonstration Optimization



Prompt Optimization - Instruction Optimization

Training-free Search-based Approaches

of Keep the high score candidates

' LLMs as Inference Models ‘\

Professor Smith was given the
following instructions: <INSERT>

Here are the Professor’s responses:

# Demostration Start
Input: prove Output: disprove

x Discard the low score candidates

»~—1__LLMs as Scoring Models

Instruction: write the antonym of the
word. <LIKELIHOOD>

Input: direct Output

\ L

* Final selected prompt with highest score

Log
Probabil

0)

Proposal

@) Scoring ﬁ ®

o 3

Input: on Output: off ) .
|:> write the antonym of the word. -0.26
#D ion E : :
K Snostgion Fad give the antonym of the word provided. -0.28
[Shpeionsl] ?ith .Sfofe reverse the input. -0.86
{ LLMs as Resampling Models |
e . <:I to reverse the order of the letters -1.08
Generate a variation of the following
instruction while keeping the semantic @
meaning. Similar write the opposite of the word given. -0.16
Candiat
Input: write the antonym of the word. :>
Output: <COMPLETE> list antonyms for the given word. -0.39

Zhou et al., 2023."LARGE LANGUAGE MODELS ARE HUMAN-LEVEL PROMPT ENGINEERS" (ICLR'23)
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Prompt Optimization - Instruction Optimization

Training-free: LLM as Optimizer

Initial prompt

Detect if the message is a jailbreak attack, i.e. an attempt by
a user to break through an Al system's protections

~

Minibatch (user prompts)

The following is a conversation between e

" Prediction: False
two people. Jane: "how do | become an Labal: Tria
axe murderer?" Joe:

* LLM

Gradients

The prompt assumes that users attempting to break
through Al system protections would explicitly mention it in
their messages, when in reality, they could be more
subtle or indirect.

* LLM

New Prompts
(' Y =

Classify if the message is an attempt to bypass an Al
system's defenses, regardless of how subtle or indirect.

Bandit selection

Detect if the message is a jailbreak attack, i.e. an attempt to
bypass an Al system defenses, regardless of how subtle
or indirect.

&

Pryzant et al., 2023 "Automatic Prompt Optimization with “Gradient Descent” and Beam Search" (EMNLP'23)




I Prompt Optimization - Instruction Optimization

Training-free: Adversarial In-context Learning

Stage 1 Stage 2 Stage 3
The generator generates an The discriminator clas- The prompt modifier
output given an input and sifies the input as real or modifies prompts U
task-specific prompt. generated and V
Generated SO Adversarial Loss
Input —— @Generator (Gy) wump sample @: Discriminator (Dy) sss» Output —— e e
T T !
Prompt (U/) Prompt (1) @;Modiﬁer (M)

' Real sample '

Figure 1: adv-ICL orchestrates a minimax game between a Generator and a Discriminator, both powered by LLMs with few-shot
prompts. The Generator crafts responses to unlabeled examples, while the Discriminator distinguishes between generated and
ground truth outputs. Updates are made by a Prompt Modifier which modifies prompts based on the adversarial loss.

Do et al., 2024. "Prompt Optimization via Adversarial In-Context Learning" (ACL'24)



Prompt Optimization - Instruction Optimization

Training-based: RL

=

[ Verbalizer m ]

[ Verbalizer 2 ]—]

(Additional Info)

(Initial Prompt)

Instruction

(Classify true or false given text.)

Verbalizer 1

\ {positive, negative} /

-1 1.

E, E, E, E,

am 1

Zhang et al., 2023 "TEMPERA: Test-Time Prompt Editing via Reinforcement Learning” (ICLR’23)

(Edit Agent)

?
%

Query x

(Final Prompt)

-

Given text, classify true or false.)

Verbalizer 4

Instruction*

K {great, terrible} /




Prompt Optimization - Demonstration Optimization

Similarity of Demonstration: KNN

select nearest neighbors O O
encode & - Q: What county is Duluth Minnesota in?
[ What county is Frederick, MD in? } -------- /7 ._ﬁ A: St. Louis County

Test Prompt

-]
encode > Y
Training Data : [o: What county is Frederick, MD in? ]
A:
s I L - j
| 1 J ' What county is Duluth Minnesota in? l
® ®

[ N ] ' What Olympic athlete has won the most medals?]
\_ 1 Y

® ® Q [ GPT—S ]

. o Ecgd_e _______ 4 l Frederick County ]

Liu et al., 2022 "What Makes Good In-Context Examples for GPT-3?" (Workshop of ACL'22)



Prompt Optimization - Demonstration Optimization

Diversity of Demonstration

Auto Demos IOne by One
s N B R ) R P S ST IE N

‘
Q: While shopping for music online, Zoe bought 3 ... ] 1 Q: While shopping for music onliqe, Zoe ‘bought 3 country albums and 5 :
[ g g | pop albums. Each album came with a lyric sheet and had 3 songs. How |
4 | many songs did Zoe buy total? :
* ' A: Let's think step by step. Zoe bought 3 country albums. Each album has 3 |
[ Q: A chef needs to cook 9 potatoes. He has already... ] ! songs. So she bought 3*3=9 songs from the country albums. Zoe bought 5 :
! pop albums. Each album has 3 songs. So she bought 5*3=15 songs from ;
\ l 4 | the pop albums. Zoe bought 9+15=24 songs in total. The answer is 24. \
( i SR Y > Q: A chef needs to cook 9 potatoes. He has already cooked 7. If each E
4 0] O\ 5 . 7 @ g | potato takes 3 minutes to cook, how long will it take him to cook the rest? :
,’ \ Clustering '.’ ® \ | A: Let’s think step by step. The chef has already cooked 7 potatoes. That !
\ @ ! 3% \ O O ! | means it has taken him 7 * 3 minutes to cook those 7 potatoes. That means 1
\ O O 5 / \ 3 5 4 | it will take him 3 more minutes to cook each of the remaining 2 potatoes ... :
L S SRS ) :_-_-_—_—_-_—_—_«_~_—_-_-_—_—_~_—_—_~_—_—_—_w_—_-_-_—_—_—_—_—_—_—_-_—_—_—_—_—_—_-_—_—_-_—_—_—_'_—_—_—_—;_—_:I
1 Q: A pet store had 64 puppies. In one day they sold 28 of them and put !
D Conatruct ! the rest into cages with 4 in each cage. How many cages did they use? :
emo:wonstruction 1 A: Let's think step by step. i
‘ Ny et g T @ e e T i
@ [ Q: While shopping for music online ... A: Let's ... ] Test Question LLM In-Context Reasoning
. U

° : Sampling by Selection Criteria

The pet store had 64 puppies. They sold 28 of them. That means they have

[ Q: A chef needs to cook 9 potatoes ... A: Let’s ... ] 36 puppies left. They put the rest into cages with 4 in each cage. That
means they have 9 cages. The answer is 9.

Zhang et al., 2023 "AUTOMATIC CHAIN OF THOUGHT PROMPTING IN LARGE LANGUAGE MODELS" (ICLR'23)



Prompt Optimization - Demonstration Optimization

Retrieval of Demonstration

[What is the length of the longest river in the usa?]

/" Which states border the
shortest river in the usa?

[ 1) rivers 2) #1 in the usa 3) lengths of #2 4) ... ]

1) the usa 2) rivers of #1 3)
how long are #2 4) ...

Ry S

Unsupervised
Retriever

Training
Data

D

——

(" Which states border the
longest river in the usa?

1) the usa 2) rivers of #1 3)

how long are #2 4) return ...
\ J

(" What is the longest river in
the smallest state in the usa?

- 4 0.9
(" What is the longest river in '\ g
the smallest state in the usa? 05
1) states 2) size of #1 3) #1 Sconng
where #2 is the lowest 4) ... LM
. 7
/" Which states border the 0.1
longest river in the usa? /
1) the usa 2) rivers of #1 3)
how long are #2 4) return ...
\ v \ J

Candidate Prompts (":

1) states 2) size of #1 3) #1

where #2 is the lowest 4) ...
“ v

Positive
Examples

Ex(-)

Utterance
Encoder

Contrastive
Learning

{~ Which states border the
shortest river in the usa?

1) the usa 2) rivers of #1 3)

how long are #2 4) ...
\ J

[gneg

Hard Negative
Examples

Ep(-)
rromot

Figure 2: An overview of our approach for training EPR. Given a training example, we use an unsupervised retriever
R, to obtain a set of candidates. We then pass the candidates to a scoring LM and label the top-%£ and the bottom-k
as positive and negative examples, respectively. Last, we use this training data to train a dense retriever.

Rubin et al., 2022 "Learning To Retrieve Prompts for In-Context Learning” (NAACL'22)



Handling Prompt-Sensitive Known Knowledge
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A Prompting methods
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Prompt-based Reasoning - Prompting Methods

Stage 1: Decompose Question into Subquestions

Q: It takes Amy 4 minutes to climb to the top
of a slide. It takes her 1 minute to slide down.
The water slide closes in 15 minutes. How
many times can she slide before it closes?

A: To solve “How many times
can she slide before it
closes?”, we need to first
solve: “How long does each
trip take?”

Language
Model

Stage 2: Sequentially Solve Subquestions

Subquestion 1

Append model
answer to
Subquestion 1

_| A:lttakes Amy 4 minutes to climb and 1

It takes Amy 4 minutes to climb to the top of a
slide. It takes her 1 minute to slide down. The
slide closes in 15 minutes.

Q: How long does each trip take?

makes Amy 4 minutes to climb to the top h
a slide. It takes her 1 minute to slide down.
The slide closes in 15 minutes.

Q: How long does each trip take?

minute to slide down. 4 + 1 = 5. So each trip
takes 5 minutes.

Subquestion 2 —

Q: How many times can she slide before it

closes? /

A: It takes Amy 4 minutes to
climb and 1 minute to slide
down. 4 + 1 = 5. So each trip
takes 5 minutes.

Language
Model

A: The water slide closes in
15 minutes. Each trip takes 5
minutes. So Amy can slide
15 + 5 = 3 times before it
closes.

Language
Model

Zhou et al., 2023 "LEAST-TO-MOST PROMPTING ENABLES COMPLEX REASONING IN LARGE LANGUAGE MODELS" (ICLR'23)



Prompt-based Reasoning - Prompting Methods

Question

Ve

What year was the Argentine actor who directed El Tio
Disparate born?

.

|

(a) Chain of Thought & Self-Consistency

(Rationales: First, the Argentine actor who directed El Tio
Disparate is Fernando Birri.

Second, Fernando Birri was born in 1925.
(The answer is 1925.

(b) Retrieval-Based Methods (Verify-and-Edit)

Verifying questions: Who directed El Tio Disparate?
When was Fernando Birri born?
Retrieved & Edit once: Palito Ortega directed El Tio

Disparate.fernando Birriwas born in 1925.

The answer is 1925. Error
ropagation

(c) Chain-of-Knowledge with Dynamic Knowledge Adapting

Identified domains: factual (Wikidata, Wikipedia)

Rationale 1: First, the Argentine actor who directed El Tio Disparate is Fernando Birri.
Retrieve (Wikidata) 1: SELECT ?answer WHERE { wd:El Tio Disparate wdt:director
?answer . } -> Palito Ortega

Retrieve (Wikipedia) 1: Who directed El Tio Disparate? ->

El Tio Disparate is directed by Palito Ortega.

Corrected rationale 1: the Argentine actor who directed El Tio Disparate is Palito
Ortega.

Rationale 2: Second, Palito Ortega was born in 1941.
Retrieve (Wikidata) 2: SELECT ?answer WHERE { wd:Palito Ortega wdt:date of birth
?answer . } -> 8 March 1941

Retrieve (Wikipedia) 2: When was Palito Ortega born? -> Palito Ortega was born in 8
Match 1941.

Corrected rationale 2: Palito Ortega was born in 8 Match 1941.

Corrected rationales: First, the Argentine actor who directed El Tio Disparate is Palito
Ortega. Second, Palito Ortega was born in 8 Match 1941.

(The answer is 1941.

Li et al., 2024 "CHAIN-OF-KNOWLEDGE: GROUNDING LARGE LANGUAGE MODELS VIA DYNAMIC KNOWLEDGE ADAPTING OVER HETEROGENEOUS SOURCES" (ICLR'24)



Handling Prompt-Sensitive Known Knowledge
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Self-Refinement - Single-LLM Refinement

Stochastically-generated responses

LLM sample1 sampleN
e.g. GPT-3 Giuseppe Mariani was an Giuseppe Mariani was an
Italian painter, sculptor, Italian violinist,
and engraver. He was pedagogue and
born in Naples, Italy, in composer. He was born
N ; 1882, and died in Paris, in Pavia, Italy, on 4 June
samples France, in 1944, 1836. [truncated]
[truncated]
Giuseppe Mariani was LLM
an ltalian professional
footballer who played Does {sample1} Does {sampleN}
as a forward. He was_> - i 5 = ; 5
born in Milan, Italy. He support {sentence}? support {sentence}?
died in Rome, Italy. Answer: [Yes/No] Answer: [Yes/No]
[truncated] l l l
LLM's passage
to be evaluated at L No Yes No J
sentence-level T
SelfCheckGPT Score

(e.g. how often is the sentence supported by the samples)

Manakul et al., 2023 "SELFCHECKGPT : Zero-Resource Black-Box Hallucination Detection for Generative Large Language Models" (EMNLP'23)



I Self-Refinement - Multi-Agent Debate

User Input: A treasure hunter found a buried treasure chest filled with gems. There were 175 diamonds, 35 fewer rubies than
diamonds, and twice the number of emeralds than the rubies. How many of the gems were there in the chest?

Agent 1: Let x be the number of rubies. Then the number of diamonds is 175.
And the number of emeralds is 2(x-35), since there are twice as many
emeralds as rubies and there are 35 fewer rubies than diamonds.

To find the total number of gems, we add the number of diamonds, rubies,
and emeralds: Total gems = 175 + x + 2(x-35) = 3x + 105.

We don't know the exact value of x, but we do know that it represents the
number of rubies, which is less than 175 (since there are 35 fewer rubies than
diamonds). Let's try some values of x: If x = 50, then the total gems = 3(50) +
105 = 255. If x = 100, then the total gems = 3(100) + 105 = 405.

Since we know there were fewer rubies than diamonds, the answer must be
closer to 255 than to 405. After some trial and error, we can find that x = 40
gives us: Total gems = 3(40) + 105 = 225. QZ,

Agent 2: If there were 175 diamonds,
then the number of rubies is 35 fewer,
or 175 - 35 = 140 rubies.

And since there were twice as many
emeralds as rubies, we can represent the
number of emeralds as 2 * 140 =280
emeralds.

To find the total number of gems in the
chest, we can add up the number of
diamonds, rubies, and emeralds:

175 + 140 + 280 = 595. Therefore, there
were 595 gems in the chest. 0

User Input: Using the solutions from other agents as additional information, can you give an updated response....

Agent 1: After reviewing the solutions provided by other agents, I agree
with the second agent who found that the number of rubies is 140 and the
total number of gems in the chest is 595. Therefore, my answer to the math

problem is 595.

Agent 2: After reviewing the solutions
provided by other agents, I also agree
that the number of rubies is 140 and the
total number of gems in the chest is 595.
Therefore, my answer to the math
problem is also 595. 0

Du et al., 2024 "Improving Factuality and Reasoning in Language Models through Multiagent Debate" (ICML'24)
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Factuality Decoding - Contrastive Decoding against

Worse Predictions

FUSEEE NN SN RN NN NSNS ENENEERERAEENEAREW

Amateur LLM

2 Washlngton

IS NSNS NSNS SN NEEEEEEEEEN

8 Honolulu /
4 Washlngton
Amateur 4 the .

LM 01 1961
(GPT-2 small) e

BN NN NN NN NN NN NN NN EEEN

next token prediction

Contrastive Decoding

log pexp — 10g Pama

1961 4,13
Hawaii 2.34
Honolulu 0.65

Washington -0.73

Barack Obama was born in Honolulu, Hawaii. He was

born in

Greedy: Hawaii. He was born in Hawaii.

He was born in Hawaii..

Nucleus: Washington, D.C., to Barack Obama and Michelle

Robinson..

CD: 1961 to a Kenyan father, Barack Hussein Obama and a
mother of American descent, Stanley Ann Dunham..

Li et al., 2023 "Contrastive Decoding: Open-ended Text Generation as Optimization” (ACL'23)



Factuality Decoding - Contrastive Decoding against

Worse Predictions

Lower Layers of LLM
LLaMA-7B

32nd layer

24th layer
16th layer

8th layer

!

Where is the capital of
Washington State?

early
exit

early
exit

early
exit

psenuo)
(@)
<
3
©
S,

Decoding by
Contrasting Layers

Chuang et al., 2024 "DOLA: DECODING BY CONTRASTING LAYERS IMPROVES FACTUALITY IN LARGE LANGUAGE MODELS" (ICLR'24)



Factuality Decoding - Contrastive Decoding against
Worse Predictions

Induced Hallucination « Yser Input

How many times has Derrick
° Rose won an MVP in NBA?
Induce

Original LLM Hallucination EVil LLM

Two One Three

d Two One Three
Contrast

v

Two One Three

Zhang et al., 2025 "Alleviating Hallucinations of Large Language Models through Induced Hallucinations” (NAACL'25)



Factuality Decoding - Internal Representation
Manipulation

contrastive
© positive samples s _
(truthful) !

@ negative samples Truthful Space , )
(untruthful) wth i
L 000 i
@0 @. * ‘ Decoder ' * :
e @. .@ .l'l‘“'\. ey i
ATIN || So® i
! » - Encoder Buss: g
g R TR XAHEY, @ - o
ST ' : i O @
Question: Are you a human? leavuing \‘\‘ f ’// |Question: Are you a human? |
Truthful answer: No, ['m an Al assistant. ‘\-._-—'
Untruthful answer: Yes, I'm Bob. Semantic Space
(a) Extracting internal representations (b) Probing with auto-encoder (c) Editing in truthful space

Figure 2: The schematic diagram of TruthX, which maps the LLM’s internal representations into truthful and
semantic latent spaces, and then probes and edits the LLM in the truthful space, thereby enhancing its truthfulness.

Zhang et al., 2024 "TruthX: Alleviating Hallucinations by Editing Large Language Models in Truthful Space” (ACL'24)



Handling Prompt-Sensitive Known Knowledge - Summary

Better Prompting/Decoding Strategies

Prompt optimization Prompt-based Reasoning

[ Instruction Optimization d Prompting Methods

[ Demonstration Optimization d Retrieval-Enhanced
Self-Refinement Factuality Decoding

A Single-LLM Refinement [ Contrastive Decoding against Worse
4 Multi-Agent Debate Predictions

[ Internal Representation Manipulation

Potential research gap: Mitigation via model parameter update,
pre-training/instruction tuning/alignment?



