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Unable to be answered by the specific LLM, but the query itself is answerable

What is Parametric Knowledge Boundary
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External knowledge can involved to help LLM extend its boundary
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Example

Question: What was OpenAI founded, where is its headquarters located, and what models has it 

developed?

(context) … OpenAI has

developed GPT-3,

DALL-E, CLIP, etc. …

(context)

External
Knowledge
(Corpus)

大语言模型

Parametric
Knowledge

(Parameters)

(context) … OpenAI is 

headquartered in San 

Francisco, … (context)

OpenAI was established

in 2015. OpenAI is

headquartered in San

Francisco. OpenAI has

developed GPT-3,

DALL-E, CLIP, etc.

Generation



RAG can combine external knowledge and internal knowledge

Retrieval-Augmented Generation (RAG)

Information
Retrieval

External
Resource

Document
List

Answer

Question

Question
Large Language Model

External
Knowledge
(Corpus)

Parametric 
Knowledge

(Parameters)



The traditional pipeline of Retrieval-augmented Generation

Retrieval-Augmented Generation (RAG)
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Research Map of RAG

IR View
BERM (ACL)

GenRT (WWW)
Interaction View

SearChain (WWW)
LLM View
INFO-RAG (ACL)

TokRAG (ICLR)
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Three views of RAG approaches
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Motivation: Target Users of Search Engines are Changed

Past: Design for Human Now: Design for LLMs

In the era of LLMs, IR needs designed for LLMs not human



Motivation: Target Users of Search Engines are Changed

Traditional IR models are optimized for human users
So, what kind of retrieval models suit LLMs?

Application tasks are 

diverse and complex

𝑶(𝑵𝟐)

Requirement ①:
Task Generalization

Computational cost 

grows exponentially

Requirement ②: 
Information Density

Lack of model 

feedback signals

Requirement ③: 
Optimizable Objectives



Requirement ①: Task Generalization in Retrieval Stage

BERM: Training the Balanced and Extractable Representation for Matching to Improve Generalization Ability of Dense Retrieval,
Proceedings of the 61st Conference of the Association for Computational Linguistics. (ACL 2023)

For dense retrieval, what makes a good dense representation?
Text representations have an infinite solution space — more constraints are needed to 

distinguish them!

Constraint in Text Rep. for Dense Retrieval

➢ Constraint 1: Semantic Unit Balance

➢ Constraint 2: Essential Matching Unit Extractability

From BEIR: A Heterogeneous Benchmark for Zero-shot 

Evaluation of Information Retrieval Models

In zero-shot setting：
Dense retrieval models are worse than BM25.

From A Thorough Examination on Zero-shot Dense Retrieval



BERM - Experiments

2.9% 2.7% 1.23%

BERM can be combined with various dense retrieval 
training methods to improve its generalization.



Requirement ②: Info. Aggregation in Reranking Stage

Re2G: Retrieve, Rerank, Generate. Proceedings of the 2022 Conference of the North American Chapter of the Association for 
Computational Linguistics (NAACL '22)

Rerank after retrieval encourage the information aggregation

Rerank methods also allow merging retrieval results from sources with incomparable 

scores, enabling integration of BM25 and neural network initial retrieval

Re2G



Requirement ②: Info. Aggregation in Reranking Stage

Jointly optimize reranking and truncation in one model, yield a dynamic document list
for different queries

List-aware Reranking-Truncation Joint Model for Search and Retrieval-augmented Generation. Proceedings of the ACM Web 
Conference 2024 (WWW'24)

⚫ Compared with Fixed-40, GenRT achieves 

comparable accuracy with shorter length

⚫ Compared with Fixed-20，GenRT achieves 

better performance with shorter length

GenRT



Requirement ③: Optimizable Objectives
--- Remote Supervision Signals

REPLUG: Retrieval-Augmented Black-Box Language Models. In 2024 Conference of the North American Chapter of the Association for 
Computational Linguistics: Human Language Technologies, NAACL 2024

Compute the retriever’s scoring distribution over the document list:

Compute the logits of the ground truth tokens for each document used in RAG

Use LLM logits distribution as supervision to train the retriever, with the objective of 
minimizing KL divergence



Requirement ③: Optimizable Objectives
--- Build Feedback Loops

NExT-Search: Rebuilding User Feedback Ecosystem for Generative AI Search, SIGIR 2025

User Debug Mode allows engaged users to intervene at key stages, e.g. refining query 
decomposition, rating retrieved documents, and editing initial generated responses
Shadow User Mode a personalized user agent simulates user preferences and 
provides AI-assisted feedback for less interactive users
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Large Language Model View

@ RAG



Motivation: LLMs do not Learn RAG

① Pretraining Phase – Next Token Prediction

② Instruction Tunning Phase – Multi-task Learning

③ RLHF Phase – Alignment

How can LLMs robustly handle noisy input knowledge and choose between 
internal and external knowledge?

How to use retrieved information?

(no special optimization)



Motivation: LLMs do not Learn RAG

◆ ① Supervised Instruction Tuning: Construct retrieval-question-answer triplets 

on domain-specific datasets and use them to fine-tune instructions, teaching the 

large model how to utilize retrieved documents. Examples include FID and 

RetRobust.

◆ ② Dynamic Retrieval-Augmented Generation Fine-Tuning: Fine-tune large 

language models to actively make dynamic decisions on whether to perform 

retrieval-augmented generation. Examples include Active-RAG and Self-RAG.

Aligning LLMs capabilities in RAG through fine-tuning



① Supervised Instruction Tuning

Leveraging Passage Retrieval with Generative Models for Open Domain Question Answering, EACL 2021
Making Retrieval-Augmented Language Models Robust to Irrelevant Context, ICLR 2024

Given a question and a retrieved passage list R, use both as input for 
instruction fine-tuning

Document
List Answer

Question
LLMs (Instruction Tunning)



② Dynamic RAG Fine-tunning

Retrieve Only When It Needs: Adaptive Retrieval Augmentation for Hallucination Mitigation in Large Language Models, Arxiv 2024
Self-RAG: Learning to Retrieve, Generate, and Critique through Self-Reflection, ICLR 2024

Fine-tune LLMs to dynamically generate 

retrieval tokens when needed during generation,
critically evaluate retrieved documents, and use 
them selectively, enabling dynamic RAG

Rowen： Retrieve Only When It Needs SELF-RAG

Train an external discriminator to decide whether to use 

retrieved content, based on multi-dimensional
consistency features (cross-language, noise addition, 
cross-model, etc.)



Motivation: LLMs do not Learn RAG

All require supervised data

◆ ① Supervised Instruction Tuning

◆ ② Dynamic Retrieval-Augmented 

Generation Fine-Tuning

Aligning LLMs capabilities in RAG 
through fine-tuning

Is supervised data essential?



INFO-RAG: Unsupervised RAG Training

Unsupervised Information Refinement Training of Large Language Models for Retrieval-Augmented Generation. The 62nd Annual 
Meeting of the Association for Computational Linguistics (ACL'24)

No Internal 
Knowledge
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Exist Internal
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Design unsupervised training tasks according to three scenarios, so that LLM can 
play the role of "knowledge refiner"



INFO-RAG: Method

All correct answers are in the retrieved texts and LLMs just need to 
extract them
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INFO-RAG: Method

The retrieved texts only contain partial answers, and even some wrong 
answers, which require correction and completion by LLM

Training task
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Q
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INFO-RAG: Method

The retrieved texts are only semantically related to the question but useless, 
and LLM needs to use this to stimulate knowledge within parameters

Training task
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Prefi x Suffi x

IR

Q

Information Providing

External
Knowledge
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All Internal
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Sentence elimination

Extract sentence from the 
document and split them 
into prefix and suffix



INFO-RAG: Experiments

As an unsupervised training method, INFO-RAG can be applied to existing large 
models and further improve its ability to retrieve enhancements on various tasks



Motivation: LLM maybe Already Know How to RAG

A Theory for Token-Level Harmonization in Retrieval-Augmented Generation, ICLR 2025

Most works on RAG are heuristically inspired and lack theoretical analysis 
explaining how RAG actually works



TokRAG: Open the Blackbox of RAG

1. Distribution difference brings benefits and detriments in RAG

Benefit: The large model gives an incorrect answer, while RAG gives a 

correct one.

Detriment: The large model gives a correct answer, while RAG gives 

an incorrect one.

2. Theoretical basis: The text generation process of LLMs is an implicit 
latent variable inference (use to explain ICL (in-context learning)

3. RAG can be treated as an unsupervised version of ICL

𝑧∗ is Retrieved Concept

A Theory for Token-Level Harmonization in Retrieval-Augmented Generation, ICLR 2025



TokRAG - Effect of RAG can be Predicted

1. The target can be decomposed into benefit and detriment

Diff. between retrieved texts and
LLM generated retrieved texts

Diff. between retrieved texts and
LLM generated texts condition on Retrieved Concept

2. Diff. between benefit and detriment is positively correlated with 
the similarity of representation

A Theory for Token-Level Harmonization in Retrieval-Augmented Generation, ICLR 2025



TokRAG - Collaborative Generation

We can judge the actual effect of RAG at the token level. In this way, the collaborative generation of

LLM and RAG can be realized, so as to maximize benefits and avoid detriments as much as possible

Principle to compare benefit and detriment in actual application

A Theory for Token-Level Harmonization in Retrieval-Augmented Generation, ICLR 2025



TokRAG - Experiments

In RAG of actual open-domain QA tasks, X-RAG can surpass mainstream robust 
RAG frameworks and training methods, such as RetRobust, Self-RAG, etc., without 

the need for additional modules or training LLM.
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Interaction View
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Motivation: Treat IR and LLM Equally

How can large models and information retrieval interact efficiently to 

robustly solve complex problems?

Interaction

Indexing

Retrieval

Ranking

Truncate

Query

Answer

IR Agent LLM Agent

Query

Answer

Large Language Model



Motivation: Make IR and LLM Interactively

Interaction Framework between IR

and LLM：

① Tool Calling, 

e.g., ToolFormer

② Complex Problem Decomposition, 

e.g., Self-Ask, DSP

③ Agent-Based Planning, 

e.g., ReAct

④ Information Correction, 

e.g., Verify-and-Edit



① Interaction Based on Tool Calling

ToolFormer

Interaction
Process

Tool Types

Toolformer: Language models can teach themselves to use tools. Advances in Neural Information Processing Systems, NIPS 2023.

Advantages:

① Diverse tool types

② Easy to synthesize training data

Disadvantages:

① Local Planning (interrupt the 

decoding process when “→” 

token)

② Predefined tool types

③ Without document content



② Interaction Based on Complex Problem Decomposition

Self-Ask

Measuring and Narrowing the Compositionality Gap in Language Models. In Findings of EMNLP 2023

Advantages:

① Break a hard problem to some

easy problems

② Easy to identify where to use IR

Disadvantages:

① Local Planning (end of follow

up question)

② Every sub-questions can be

answered (strong assumption)

③ Without document content

Break the question into follow-up questions, 
which are easier to answer with LLM



③ Interaction Based on Agent-Based Planning

ReAct

REACT: SYNERGIZING REASONING AND ACTING IN LANGUAGE MODELS. ICLR 2023.

Advantages:

① The prototype of an agent, 

including elements: thought, action, 

and observation（document）

Disadvantages:

① Local Planning (end of obs.)

② No reward signals



④ Interaction Based on Information Correction

Verify-and-Edit

Verify-and-edit: A knowledge-enhanced chain-of-thought framework. ACL 2023.

Advantages:

① Global Planning (generate all

reasoning in one round)

② Self consistence verify (reward)

Disadvantages:

① Not fit agentic framework

② Process hard to trace (boundary

of sub-question and reasoning

block are blurred



SearChain: Tree-Structured Interaction Framework

- CoT vs. Agentic Framework
IR and LLM as two interacting agents

- Local vs. Global Decomposition
Complete reasoning chain (chain-of-query)

- Linear vs. Tree Reasoning
IR verify and correct reasoning direction

Search-in-the-Chain: Interactively Enhancing Large Language Models with Search for Knowledge-intensive Tasks. WWW 2024.

SearChain



SearChain - Method

Step1: Generation Chain-of-Query (Global Decomposition)

A

B

C

D

Q



SearChain - Method

Q

A

B

C

D

: Completion (need additional knowledge)

: Verification (need to be corrected)

: Verification (do not need to be corrected)

Step2: IR module go though each sub-question node, verify or complete



SearChain - Method

A

B

C

D

Q

E

F

G

IR provides

document

and answer

: Completion (need additional knowledge)

: Verification (need to be corrected)

: Verification (do not need to be corrected)

Step3: If Error occurs, go back to the previous node and generate CoQ
again



SearChain - Method

A

B

C

D

Q

E

F

G

: Completion (need additional knowledge)

: Verification (need to be corrected)

: Verification (do not need to be corrected)

Step4: Repeat using IR module to go though the remained nodes



SearChain - Method

L
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E
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I

J

K
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M
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G

: Completion (need additional knowledge)

: Verification (need to be corrected)

: Verification (do not need to be corrected)

Step5: Track back to get evidence-cited answer



SearChain - Experiment

Performance on knowledge-intensive tasks

1. In reasoning，outperforms CoT, Self-consistency and Plan-and-Solve
2. In the interaction with IR，outperforms React, Self-Ask and Tree-of-Thought



SearChain - Experiment

Better Tracing

Compared with New Bing, SearChain can trace the source of more fine-grained 
knowledge, and the traceable marking position is more accurate



Conclusion
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