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Challenge 1 - Benchmark for Knowledge Boundary

i Failing to answer a single question does not necessarily indicate |
! whether the LLM can handle related knowledge i

Model Orig. Perf. T Worst Perf. { Best Perf. T Avg. Perf. T Standard Dev. |

Gemma-1.1-2b-it 16.32 4.42 36.60 15.27 11.78
ChatGPT 17.46 5.44 39.88 19.96 12.86
Mistral-7b-instruct 24.56 4.22 45.26 21.82 14.60
Llama-2-7b-chat 25.61 542 43.54 19.52 13.32
Llama-2-13b-chat 27.48 4.83 52.05 23.97 16.25
Gemma-1.1-7b-it 29.57 8.73 62.38 31.04 19.07
Llama-2-70b-chat 32.23 9.38 54.86 29.18 15.61

O The benchmark construction should involve key aspects including multiple
ground-truth answers, the influence of prompts, and reasoning complexity

103 Cao et al., “On the Worst Prompt Performance of Large Language Models” (NeurIPS ‘24)



Challenge 1 - Benchmark for Knowledge Boundary

i Evaluating mitigation methods under different :
! categories rely on different types of QA datasets. |

-
Prompt-Agnostic Known Knowledge | Model-Specific Unknown Knowledge

I |

! |

Is the earth flat? No. @ || Who is the president of the United |
|

|

I |

! |

e | States after the election in 2024?
e The earth is flat because [misinformation]. No @

| W
Is the earth flat? | Joe Biden. @ Donald Trump. @

- - - e mmm e —mmm - —— = O A standardized
benchmark is critical
for enabling a

Prompt-Sensitive Known Knowledge

The earth is flat because [misinformation]. Yes @ When did Neil Armstrong set foot on

| : | !
| | |
I
| e Is the earth flat? I the Mars? . :
| el : | e | thorough comparison
| The earth is flat because [misinformation]. July 20, 1969. |
I e Is the earth flat? Please think step by step. I : v @ | on the pe rfO rma " (.:e
I . . I | The question is incorrect, because Neil @ | Of various miti 9 ation
| [analysis], so the answer is No. @ | | Armstrong did not set foot on Mars. | methods.

(b) Example Queries with Different Types of Knowledge

104 Li et al., “Knowledge Boundary of Large Language Models: A Survey” (ACL ‘25)
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Challenge 2 - Mechanism of Knowledge Boundary

O

&%
Comprehension
and Application

Memorization

Dark Knowedge

O Existing research on knowledge
mechanisms, including memorization,
comprehension, creation, and evolution,
investigates how LLMs acquire, store,
and utilize knowledge.

O It is worth studying different phenomena
of LLM knowledge boundaries under
different mechanism views.

Wang et al., “Knowledge Mechanisms in Large Language Models: A Survey and Perspective” (EMNLP "24 Findings)



Challenge 2 - Mechanism of Knowledge Boundary

Evolution of Knowledge Distribution in Parameter Vectors during Model Iteration

® Super Mario

Harry Potter
LLaMA MLP LLaMA2 MLP LLaMASMLP o B.rack Obama

When querying about Super Mario:

ol — !

! @ How do different patterns in
¢ knowledge storage affect the
! knowledge boundary of LLMs?

Knowledge Storage/Memorization

O Advancing model capability correlated with improved parameter specialization for
encoding knowledge.

U Fewer parameters are allocated per knowledge concept, while each parameter
governs a narrower subset of concepts.

106 Hong et al., “The Rise of Parameter Specialization for Knowledge Storage in Large Language Models” (2025)



Challenge 2 - Mechanism of Knowledge Boundary

Thinking Tokens: Correct vs Incorrect Responses

12001 WM Correct Response
BN Incorrect Response

+136.5%

oo +33.2% +70.0% +55.1%

600

+115.8%

Token Count

400 4

200

Knowledge Reasoning

O Large Reasoning Models (LRMs) consume more tokens when generating incorrect
answers than correct ones.

107 Yang et al., “BARREL: Boundary-Aware Reasoning for Factual and Reliable LRMs” (2025)



Challenge 2 - Mechanism of Knowledge Boundary

1. Pathological Reasoning Patterns in Current LRMs

[
[ Q@ [...] I remember hearing that [...] } Recalling
[ [...]1 think one of the more recent ones might C
be The Black Eyed Peas. [...] Correct Answer
" Verifying

(@)

cond-thought
Spiraling

S

[ [2] Wait, I think T remember a specific instance. [...] }

@ 1 think it was The Killers. [...]
Wait, another approach, Elton John [...]
Or maybe [...]
Wait, I think it was The Rolling Stones again. [...]

N
[ ¢ 1 think I'll go with The Rolling Stones [...] J [ Wrong Answer

:/[ who's singing at the afl grand final ] [@ Second-thought Spiraling] %

—
J

:} [who played james west in the wild wild west][@ Last-minute Guessing] %

[Q. Okay, so I'm trying to figure out [...] I'll try [...] } $ Recalling

& Actors... maybe Michael Rooker? No, wait. [...] C

£ Okay, think again: maybe Jim Caviezel? No, [...] ﬁ: ¢ﬁ

< Wait, that sounds familiar. Robert J. O'Neill [...]
Wait, I'm not sure. [...]

© [...] T think I'm going around in circles here. O Guess 3 J

I'll go with Robert O'Neill, but not that confident. [...]

N

©® T've heard that [...] aSt-ml.n“te
So it would be Robert J. O'Neill. [...] C _ Guessing
[X So the answer is Robert J. O'Neill. J [%rong Answer ]

[ Guess 2 }{ Guess n]

108

Knowledge Reasoning

O Second-thought Spiraling: the model initially
identifies the correct answer but continues to
over-analyze, ultimately undermining its own
correct conclusion.

O Last-minute Guessing: the model, after
extensive but inconclusive reasoning,
abruptly commits to an answer in a final
burst of speculative output.

|
.@ How to mitigate the out- |
& of-boundary issues during :

| knowledge reasoning? :
I

Yang et al., “BARREL: Boundary-Aware Reasoning for Factual and Reliable LRMs” (2025)



Challenge 3 - Generalization of Knowledge Boundary

7z . >
EiS (en) - Q: What phase is pure = (en) - A: Gas. :
chlorine present as? I'Your Conf.: 0.9 I

e e

Most Relizblel Multilingual Knowledge Boundary
® (ja) - Q: #iprERITE - ) ® (ja) - A: 5 R ° (Gas) V' . .
L Gl — A O Existing research on knowledge boundary

mainly focuses on a single language.
(zh) - Q: dif LU+ 2HI T Bl (zh) - A: B o (Fluids) )¢
AFFTE ? Your Conf.: 0.8

U MlingConf investigates the multilingual
confidence estimation on both language-
agnostic and language specific tasks.

(a) Language-Agnostic Task

£ (en) - Q: In which city is BIS (en) - A: Kyoto, Japan

Kiyomizu-dera Temple located? Your Conf.: 03 O Empirical analysis demonstrates the

-0 przows gy :r;-o (J éon‘f‘ff’w@—) variability across different l.angt.Jages,
®7\ 1 Your Conf:: e revealing the influence of linguistic

= - T o) ok (s X dominance on different tasks.

(b) Language-Specific Task

109 Xue et al., “MlingConf: A Comprehensive Study of Multilingual Confidence Estimation on Large Language Models” (ACL ’25 Findings)



Challenge 3 - Generalization of Knowledge Boundary

LILM
— | .| —
| .
—| | )| —
o J

Multilingual Knowledge Boundary
O How LLMs perceive and encode knowledge boundaries across languages?

O Whether fine-tuning on certain languages can further refine their knowledge boundary
perception ability, and generalize this improvement to other languages?

110 Xiao et al., “Analyzing LLMs’ Knowledge Boundary Cognition Across Languages Through the Lens of Internal Representations” (ACL ‘25)



Challenge 3 - Generalization of Knowledge Boundary

Qwen2.5-7B In-Distribution vs OOD Performance

0.85 1
0.80 1
5, 0.75 1
Q
g
5 0.70 1
3]
< 0.65 - —&— In-distribution Performance
OOD Performance (vanilla)
0.60 1 #— OOD Performance (mean shifted)
0.55 - —#—  OOD Performance (linear projected)
0 5 10 15 20 25

Layer Num

Multilingual Knowledge Boundary
O The cognition of knowledge boundaries is encoded in the middle layers of LLMs.

111 Xiao et al., “Analyzing LLMs’ Knowledge Boundary Cognition Across Languages Through the Lens of Internal Representations” (ACL ‘25)



Challenge 3 - Generalization of Knowledge Boundary

Performance Comparison: train on Khmer, zero-shot on others after linear projection

0.875 1

0.850 1

0.825 1

—— English Performance

0.800 1 \.)\ ~#— Chinese Performance
—— Vietnamese Performance
0.775 1 7 ~— Thai Performance

~®— Khmer performance
0.750 1 —— Indonesian Performance
Malay Performance

Accuracy

0725 T T T T T T
0 5 10 15 20 25
Layer Num

Multilingual Knowledge Boundary
|

O Low-resource language representations provide high zero-shot transferability to high-
resource language representations.

112 Xiao et al., “Analyzing LLMs’ Knowledge Boundary Cognition Across Languages Through the Lens of Internal Representations” (ACL ‘25)



Challenge 3 - Generalization of Knowledge Boundary

Probes Trained on English and Chinese, Zero-shot on Others (after km — en SFT)

Probes train on English, zero-shot on others 0.950 Probes train on Chinese, zero-shot on others
0.925 1
0.925
0.900
. - 0.900
0.875 1
,.A 0.875 1
z
2 0.850- / 0,850
31
]
» o
< 0.825 —®—  FEnglish Performance 0.8251 —®— FEnglish Pcrfurmancc/\\
Chinese Performance Chinese Performance
0.800 1 Vietnamese Performance 0.800 1 Vietnamese Performance
Thai Performance Thai Performance
0.775 —&— Khmer Performance 0.775 —o— Khmer Performance
o Indonesian Performance Indonesian Performance
Malay Performance <0 Malay Performance
075() T T T T T T 04730 T T T T T T
0 5 10 15 20 25 0 5 10 15 20 25
Layer Num Layer Num

Multilingual Knowledge Boundary
|

O Low-resource language representations provide high zero-shot transferability to high-
resource language representations, but not vice versa.

113 Xiao et al., “Analyzing LLMs’ Knowledge Boundary Cognition Across Languages Through the Lens of Internal Representations” (ACL ‘25)



Challenge 3 - Generalization of Knowledge Boundary

Question: Which city is the origin of the performers? w
(Ground Truth: The city is Konya) . U .
________________ T ______TZFT  Multimodal Knowledge Boundary

Confidence Calibration on Entire Response

The image depicts a group of performers dressed in traditional D EXiSting researCh on knOWLEdge boundary

Turkish attire. They are engaging in a traditional dance that ma|n|_y focuses on the text.

incorporates shields. This style of dance is commonly .

associated with the Zeybek. Its popularity in the city of Izmir. D MMBoundary fu I’ther advanC|ng the

p— N ReasoningChain £ @5 knowledge boundary awareness of

Turkich aftire |© = —— mu.ltlmoda.l large language models (MLLMs)

N . ” by integrating both textual and cross-modal
1 o : . . . .
@ My oversl contidence s 7 signals for confidence estimation.

Confidence Calibration on Reasoning Step (Ours)

N about this
1 Pl ()2 &1))

: shields ——> drums

‘ the multimodal knowledge itself in MLLMs.
“’I@ ] '

whirgin & (=)
irling ..
Dervishes —*| Konmya &

O However, they just adopt multimodal signals
as additional features, rather than studying

.. might actually involve
drums, and this appears.
reliable

Turkish attire ——>

114 He et al., “MMBoundary: Advancing MLLM Knowledge Boundary Awareness through Reasoning Step Confidence Calibration” (ACL ‘25)



Summary

1 What is knowledge boundary?
1 Qutward / Parametric / Universal Knowledge Boundary
1 Why study knowledge boundary?

1 Factuality Hallucination / Untruthful Responses Misled by Contexts /
Truthful but Undesired Outputs

1 How can knowledge boundary be identified?
1 Uncertainty Estimation / Confidence Calibration / Internal State Probing
1 How can issues caused by knowledge boundary be mitigated?

1 Prompt-Sensitive Known Knowledge - Prompt Optimization / Reasoning
/ Refinement ...

1 Model-Specific Unknown Knowledge - RAG
1 Model-Agnostic Unknown Knowledge - Refusal & Clarification

115
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To know what you
know and what
you do not know,
that is true knowled

—Confucius




