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Factuality Hallucination

26 Huang et al., “A Survey on Hallucination in Large Language Models: Principles, Taxonomy, Challenges, and Open Questions” (TOIS ‘24)

Deficiency of Domain-
specific Knowledge

Outdated Pretrained 
Knowledge

Over-confidence on 
Unknown Knowledge



Deficiency of Domain-specific Knowledge – Legal Domain

27 Dahl et al., “Large Legal Fictions: Profiling Legal Hallucinations in Large Language Models” (Journal of Legal Analysis ‘24)

Relationship between USCOA jurisdiction and LLM hallucination rate

q LLM produces less hallucinations in 
jurisdictions that are commonly
perceived to play a more influential 
role in the American legal system.



Deficiency of Domain-specific Knowledge – Finance Domain

28 Kang et al., “Deficiency of Large Language Models in Finance: An Empirical Examination of Hallucination” (ICBINB ‘23)

q LLMs generate factually incorrect content in finance.
q LLMs generate seriously unreliable real-world financial predictions.



Deficiency of Domain-specific Knowledge – Medical Domain

29 Pandit et al., “MedHallu: A Comprehensive Benchmark for Detecting Medical Hallucinations in Large Language Models” (2025)



Outdated Pretrained Knowledge

30 Cheng et al., “Dated Data: Tracing Knowledge Cutoffs in Large Language Models” (COLM ‘24)

Different decoder-only LLMs and their corresponding pre-training data

q Knowledge Cutoff: LLMs communicate to users the date at which LLMs 
no longer have up to date information.



Outdated Pretrained Knowledge

31 Tang et al., “EvoWiki: Evaluating LLMs on Evolving Knowledge” (ACL ‘25)

q Stable Knowledge: Facts that remain unchanged from init-time to current-time.

q Evolved Knowledge: Facts that are established before init-time and exhibit 
changes between cutoff-time (or init-time) and current-time.

q Uncharted Knowledge: Facts that are introduced after cutoff-time.



REALTIME QA – Uncharted Knowledge

32 Kasai et al., “REALTIME QA: What’s the Answer Right Now?” (NeurIPS ‘23)

q Periodically collect multi-choice questions from news websites.
q API search (e.g., Google) is used for retrieving real-time documents relevant to the question.
q LLMs can be evaluated in both open-book and close-book settings.



DyKnow – Evolved Knowledge

33 Mousavi et al., “DyKnow: Dynamically Verifying Time-Sensitive Factual Knowledge in LLMs” (EMNLP ‘24)

q Collect questions using facts in the form of (subject, property, attribute) from Wikidata.
q The most current attribute values at the time of evaluation and the complete list of 

outdated values along with their validity interval are used for evaluating the accuracy and 
timeliness of the model responses.



EvoWiki

34 Tang et al., “EvoWiki: Evaluating LLMs on Evolving Knowledge” (ACL ‘25)

q Three levels of evolved knowledge
q Multi-dimensional attributes

q Referenced Context: Wikipedia pages
q Multi-hop Reasoning: Up to three hops
q Popularity: Number of page views

q Auto-updatable



EvoWiki

35 Tang et al., “EvoWiki: Evaluating LLMs on Evolving Knowledge” (ACL ‘25)



EvoWiki – Evaluation

36 Tang et al., “EvoWiki: Evaluating LLMs on Evolving Knowledge” (ACL ‘25)

LLMs typically achieve
the better performance on
stable facts than uncharted
facts and evolved facts

With golden context, 
models perform well 
across all data types, 
though accuracy drops 
significantly on 
evolved facts.



EvoWiki – Evaluation

37 Tang et al., “EvoWiki: Evaluating LLMs on Evolving Knowledge” (ACL ‘25)

q CPT (Continual Pre-training)
trains the model on the 
corpus with a language 
modelling objective

q SFT (Supervised Fine-tuning)
fine-tunes the model on 
question-answer pairs

Continual learning shows modest 
yet consistent improvement.



EvoWiki – Evaluation

38 Tang et al., “EvoWiki: Evaluating LLMs on Evolving Knowledge” (ACL ‘25)

RAG shows promising 
performance but struggles 
with multi-hop reasoning



Overconfidence on Unknown Knowledge

39
Agarwal et al., “Can NLP models ’identify’, ’distinguish’, and ’justify’ questions that don’t have a definitive answer?” (TrustNLP@ACL ‘23)

Deng et al,. “Don’t Just Say ‘I don’t know’! Self-aligning Large Language Models for Responding to Unknown Questions with Explanations” (EMNLP ‘24)

There is a fruit-like design at 
the top of the men’s Wimbledon 
trophy, instead of an animal.

The question itself is unanswerable.
q Incomplete: questions are not specific enough

q Future: questions about the future we cannot know

q Incorrect: questions that contain an incorrect
assumption or statement

q Ambiguous: questions that can be interpreted with
different meanings



Overconfidence on Unknown Knowledge

40 Xiong et al,. “Can LLMs Express Their Uncertainty? An Empirical Evaluation of Confidence Elicitation in LLMs” (ICLR ‘24)

q The confidence levels primarily range between 80% and 100%
q The accuracy within each bin is much lower than its corresponding confidence, indicating

significant overconfidence.
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Misled by Untruthful Context – Retrieved Context

42 Pan et al., “On the Risk of Misinformation Pollution with Large Language Models” (EMNLP ’23 Findings)

Model-generated Misinformation
q Intended disinformation

pollution from malicious threat
models

q Unintended hallucination
pollution introduced by LLMs

Ø Analyze the potential risks of
polluted corpora for RAG



Misled by Untruthful Context – Retrieved Context

43 Pan et al., “On the Risk of Misinformation Pollution with Large Language Models” (EMNLP ’23 Findings)

q Misinformation poses a significant threat to retrieval-augmented LLMs
q LLM-generated misinformation is quite likely to be retrieved by both the BM25 and the 

DPR retriever



Misled by Untruthful Context – Conversation Context

44 Zhao et al., ”Aligning Large Language Models for Faithful Integrity against Opponent Argument” (AAAI 2025)

q Faithful Response from LLMs against Incorrect Argument from Users
q Incorrect Response from LLMs against Faithful Argument from Users



Misled by Untruthful Context – Conversation Context
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q Many benchmarks demonstrate low accuracy in LLM Correct and high accuracy in LLM False
q LLMs can be easily misled by untruthful argument from users

Zhao et al., ”Aligning Large Language Models for Faithful Integrity against Opponent Argument” (AAAI 2025)



Misled by Irrelevant Context

46 Shi et al., “Large Language Models Can Be Easily Distracted by Irrelevant Context” (ICML ’23)

q Norm is the overall accuracy normalized by the fraction of solved base problems (w/o
irrelevant information), showing that fewer than 30% of the base problems are consistently
solved after adding irrelevant information.

q The model performance is dramatically decreased when irrelevant information is included.



Misled by Irrelevant Context

47 Wu et al., “How Easily do Irrelevant Inputs Skew the Responses of Large Language Models?” (COLM ’24)

How well do LLMs perform when encountering irrelevant 
information with different semantic relatedness?



Misled by Irrelevant Context

48 Wu et al., “How Easily do Irrelevant Inputs Skew the Responses of Large Language Models?” (COLM ’24)

q Misrepresentation Ratio (MR): The metric
assesses the rate at which LLMs modify their
responses due to the irrelevant information.

q Uncertainty Ratio (UR): This metric calculates
how often LLMs indicate uncertainty in their
responses.



Misled by Irrelevant Context

49 Wu et al., “How Easily do Irrelevant Inputs Skew the Responses of Large Language Models?” (COLM ’24)

Highly semantically related information is more 
likely to mislead LLMs.

LLMs are more confident about their responses
with semantically related information.
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Random Responses to Ambiguous Knowledge

51 Deng et al., “Prompting and Evaluating Large Language Models for Proactive Dialogues: Clarification, Target-guided, and Non-collaboration” (EMNLP ’23 Findings)

LLMs barely ask clarification questions,
even when the user query is ambiguous.



Random Responses to Ambiguous Knowledge

52 Zhang et al., “CLAMBER: A Benchmark of Identifying and Clarifying Ambiguous Information Needs in Large Language Models” (ACL ’24)



Random Responses to Ambiguous Knowledge

53 Zhang et al., “CLAMBER: A Benchmark of Identifying and Clarifying Ambiguous Information Needs in Large Language Models” (ACL ’24)

Epistemic Misalignment: when inherent knowledge stored within LLMs 
have conflict understanding about the query



Random Responses to Ambiguous Knowledge

54 Zhang et al., “CLAMBER: A Benchmark of Identifying and Clarifying Ambiguous Information Needs in Large Language Models” (ACL ’24)

Linguistic Ambiguity: when a word, phrase, or statement can be 
interpreted in multiple ways due to its imprecise or unclear meaning



Random Responses to Ambiguous Knowledge

55 Zhang et al., “CLAMBER: A Benchmark of Identifying and Clarifying Ambiguous Information Needs in Large Language Models” (ACL ’24)

Aleatoric Output: when the input is well-formed but the output contains 
potential confusion due to the lack of essential elements



Random Responses to Ambiguous Knowledge

56 Zhang et al., “CLAMBER: A Benchmark of Identifying and Clarifying Ambiguous Information Needs in Large Language Models” (ACL ’24)



Biased Responses to Controversial Knowledge

57 Myung et al., “BLEND: A Benchmark for LLMs on Everyday Knowledge in Diverse Cultures and Languages” (NeurIPS ’24)

q Darker colors indicate that those countries/regions
provide more different answers.



Biased Responses to Controversial Knowledge

58 Myung et al., “BLEND: A Benchmark for LLMs on Everyday Knowledge in Diverse Cultures and Languages” (NeurIPS ’24)

Average performance of all LLMs in local language and English:
q The models’ proficiency in a particular language significantly influences its performance.
q Models tend to show better cultural sensitivity in the local language when they possess 

sufficient linguistic capability. 

The response could be
biased towards English
or Western cultures.


